
 

 

 

  

Ethical and Societal Implications of Data Sciences 

 

How effective are privacy-preserving technologies 

in addressing ethical and societal issues? 

 



  

About the e-SIDES project 

Data-driven innovation is deeply transforming society and the economy. Although there are potentially enormous economic and social benefits, this 

innovation also brings new challenges for individual and collective privacy, security, as well as democracy and participation. The main objective of the 

CSA e-SIDES is to complement the research on privacy-preserving big data technologies, by analysing, mapping and clearly identifying the main societal 

and ethical challenges emerging from the adoption of big data technologies, conforming to the principles of responsible research and innovation; 

setting up and organizing a sustainable dialogue between industry, research and social actors, as well as networking with the main Research and 

Innovation Actions and Large Scale Pilots and other framework program projects interested in these issues. It will investigate stakeholders’ concerns, 

and collect their input, framing these results in a clear conceptual framework showing the potential trade-offs between conflicting needs and providing 

a basis to validate privacy-preserving technologies. It will prepare and widely disseminate community shared conclusions and recommendations 

highlighting the best way to ultimately build confidence of citizens and businesses towards big data and the data economy. 

Deliverable D3.2 Assessment of Existing Technologies 

Find more at: https://e-sides.eu/resources/deliverable-d32-assessment-of-existing-technologies  

About this white paper 

This white paper is based on Deliverable D3.2 of the e-SIDES project. Within the scope of the deliverable, privacy-preserving technologies are assessed 

taking ethical and societal issues into account. The paper also presents an overview of existing privacy-preserving technologies (based on Deliverable 

3.1) and of the ethical and societal issues taken into account (based on Deliverable 2.2) in order to describe the results of the assessment of the 

technologies.  

Find more: Deliverable D3.1 Overview of Existing Technologies https://e-sides.eu/resources/deliverable-31-overview-of-existing-technologies 

Deliverable D2.2 Lists of Ethical, Legal, Societal and Economic Issues of Big Data Technologies https://e-sides.eu/resources/deliverable-22-lists-of-

ethical-legal-societal-and-economic-issues-of-big-data-technologies 
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Overview of Existing Privacy-Preserving Technologies 
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Ethical and Societal Issues of Big Data Technologies 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Assessment of Existing Technologies 

METHODOLOGY 

 

The assessment, based on interviews and desk research, consists of 2 parts: 

o A technology-specific assessment of selected classes of privacy-preserving technologies; 
o A more general assessment of the technologies. 
 

INTERVIEWS 

The first part of the interviews focused on the assessment of the relevance and applicability of selected privacy-preserving technologies for addressing 

ethical and societal issues faced in the context of big data applications. The following questions were discussed: 

o What societal and ethical issues can be addressed by the technologies? 
o How effective are the technologies in addressing the issues?  
o What problems may arise when addressing the issues with the technologies? 
 

In the second part of the interviews, the technologies were assessed more generally by discussing the following questions:  

o To what extent are the technologies integrated in today's big data solutions? 
o Is there a significant demand for big data solutions that include the technologies?  
o What role do regional/cultural differences play (mainly concentrating on North America and Europe)?  
o To what extent do the technologies need to be complemented by non-technical measures?  
o Who along the data value chain is or should be responsible for addressing the issues? 
 

Approximate duration: 30-45 minutes. 

Interviewees: renowned experts from research, industry or data protection authorities based in Europe, North America or the Middle East. 

DESK RESEARCH 

The desk research focused on the same set of questions as the interviews. The desk research took into account articles published in journals and 

conference proceedings, as well as magazines and newspapers. 



 

  

MAIN SOCIETAL AND ETHICAL ISSUES ADDRESSED 

 

 

Privacy Anonymisation and sanitisation techniques help removing personally identifiable or other sensitive information from 
datasets, thus improving privacy protection.   

 

Legality 

 

Anonymisation and sanitisation technologies also play a key role with respect to legality. Data protection law, above all the 
new EU General Data Protection Regulation (GDPR), clearly states what measures have to be taken by the affected 
organisations. 

 

EFFECTIVENESS 

o Technologies can be used to protect, anonymise or aggregate data in ways that are effective and efficient. Effective means, in this context, that re-
identifying individual information becomes either impossible or costly enough to be unprofitable. Efficient means that the desired transaction can 
be completed with no additional costs for the involved parties.1 

o Most of the interviewees consider anonymisation and sanitisation technologies as the most relevant and mature technologies in the big data 
context. 

 

KEY PROBLEMS IDENTIFIED 

o To determine the optimal balance between improved privacy protection through anonymisation and sanitisation, and the usefulness of data for 
decision making. Sometimes there is no satisfying trade-off: either some utility and very weak privacy, or some privacy and hardly any utility; 

o The uniqueness of certain characteristics or behaviours; 
o The fact that it is usually unknown what other information is available to potential adversaries; 
o The fact that it is not unlikely that data that was anonymised at a specific point in time can be re-identified in the future, given various technological 

and social changes. 
 

THE INTERVIEWEE’S OPINION 

 

 

 

 

 

 

 

 

 

1 Alessandro Acquisti and Heinz College, “The Economics of Personal Data and the Economics of Privacy: 30 Years after the OECD Privacy Guidelines,”, Background Paper 3 (OECD, 2010), 

https://www.oecd.org/sti/ieconomy/ 46968784.pdf (accessed April 23, 2018) 

 

Senior scientist at a multinational technology company 
headquartered in Europe  

Anonymisation is particularly difficult with respect to 
medical data. The difficulties are caused by free text in 
data that includes names, indirect descriptions of things 
such as diseases or treatments, or dates that can easily 
be cross-related with other data sources. 



 

  
MAIN SOCIETAL AND ETHICAL ISSUES ADDRESSED 

 

 

Privacy Encryption is fundamental for the protection of data and privacy-preserving analysis. It transforms data in a way that 
only authorised parties can access it, which is ultimately a strong protection measure for personal data.2   

 

Accountability Technical measures to ensure accountability are typically based on encryption. 

 

Legality 

 

Some laws require organisations to take reasonable measures to avoid data breaches: encryption is fundamental in 
this regard. 

 

EFFECTIVENESS 

o Encryption is a cornerstone of data security; 
o It plays an important role in protecting and advancing the freedom of opinion and expression; 
o A solution that is considered to maximise privacy and query expressiveness, at least theoretically, is Fully Homomorphic Encryption (FHE). A big 

advantage is that it does not lead to a loss in data quality, which is why it is particularly important for medical applications. 

 

KEY PROBLEMS IDENTIFIED 

o Encryption is not sufficient in isolation. It is suggested to be tightly integrated with other security controls, including endpoint security, network 
security, application security and physical security systems, which are increasingly being run over IP-based networks; 

o Even when end-to-end encryption is used, the exchange of information can be subject to judicially-ordered surveillance; 
o Computation cost makes FHE relatively slow compared to other methods; 
o Some of the current encryption methods may be useless in the era of quantum computing. 
 

THE INTERVIEWEE’S OPINION 

 

 

 

 

 

 

 
 

 

2 Giuseppe D'Acquisto et al., “Privacy by design in big data: An overview of privacy enhancing technologies in the era of big data analytics,” (ENISA, 2015), https://www.enisa.europa.eu/publications/big-data-

protection/at_ download/fullReport (accessed September 26, 2017) 

 

Associate professor focusing on the design, analysis and 
application of technologies to protect privacy at a 
European university  

Encryption is generally very strong. However, it is important 
to keep the trust model in mind. As long as fully trusted 
parties are exchanging encrypted data and related keys, 
everything is fine. If the parties do not fully trust each other, 
encryption does not provide any protection. 



 

  

MAIN SOCIETAL AND ETHICAL ISSUES ADDRESSED 

 

 

Accountability Big data applications typically require fine-grained access control. Access control consists of two main components: 
authentication and authorisation. Authentication is a technique used to verify that someone is who he or she claims 
to be. It must be combined with an additional layer of authorisation, which determines whether a user should be 
allowed to access the data. Therefore, technologies for access control are certainly essential for accountability. 

 

Legality 

 

Just as encryption, access control is fundamental when measures are taken to avoid data breaches. 

 

EFFECTIVENESS 

The responsibility for the effectiveness of access control mechanisms relies on each organisation. 

KEY PROBLEMS IDENTIFIED 

o Access control is considered inadequate for addressing privacy: those who obtain access to data, legitimately or not, can use the data without 
restriction; 

o Access control gets more difficult when multiple devices are used; 
o There are some key challenges to the enforcement of access control: 

- It gets difficult to enforce persistent policies in hybrid environments with a large range of devices; 
- Lack of an appropriate control model: organisations must determine the appropriate access control model to adopt based on the type and 

sensitivity of data they’re processing; 
- It may be needed to combine multiple technologies to achieve the desired level of access control; 
- Authorisation is still sometimes neglected by organisations; 
- In the past, access control methodologies were often static. It is important, however, to be able to change access control policies dynamically.3 

 

THE INTERVIEWEE’S OPINION 

 

 

 

 

 

 

3 James A. Martin, “What is access control? 5 enforcement challenges security professionals need to know,”, https:// www.csoonline.com/article/3251714/authentication/what-is-access-control-5-

enforcement-challenges-securityprofessionals-need-to-know.html (accessed April 10, 2018) 

Associate professor focusing on the design, analysis and application of technologies 
to protect privacy at a European university 
Some classes of technologies, such as access control, policy enforcement, 
accountability and transparency rely very much on a strong trust model and thus have 
a single point of failure. There is usually one entity that is designing the access control 
system or specific policies, and responding to accountability and transparency 
requirements. In such cases, non-technical things such as the legal system become 
relevant as complement or substitute for technologies. 



 

  

MAIN SOCIETAL AND ETHICAL ISSUES ADDRESSED 

 

 

Privacy MPC is often considered as the counterpart of sending encrypted data to a trustworthy third-party who would return 
the intended result. To avoid having to trust third-parties, MPC can be a key technology providing access to data 
while ensuring strong privacy protection.   

 

Trustworthiness MPC technologies are also relevant with respect to trustworthiness, as the misuse of data through one organisation 
is largely excluded. 

 

EFFECTIVENESS 

o MPC can have a large impact on a number of areas: it could help unlocking the large quantity of health data that is currently inaccessible for study 
due to privacy concerns4; it has already been used to evaluate gender pay disparities, detect tax fraud and prevent satellite collisions; 

o Examples for practical implementations in which MPC has proved to be quite efficient are trading sugar beet by Danish farmers5 and smart metering 
deployment in the Netherlands6; 

o MPC provides strong security guarantees, as only the result of the computation is revealed. 
 

KEY PROBLEMS IDENTIFIED 

o Computer power and bandwidth use can still be potential obstacles; 
o Expert involvement is required; 
o Secure MPC is less secure than FHE, especially when many untrusted parties are involved; 
o Practical implementation problems stand in the way of wide adoption. 
 

THE INTERVIEWEE’S OPINION 
 

 

 

 

 

 

 

 

 

4 Christopher Sadler, “Protecting Privacy with Secure Multi-Party Computation,”, https://www.newamerica.org/oti/blog/protecting-privacy-secure-multi-party-computation/ (accessed April 24, 2018) 

5 Peter Bogetoft et al., “Secure Multiparty Computation Goes Live,” in Financial Cryptography and Data Security: 13th International Conference, FC 2009, Accra Beach, Barbados, February 23-26, 2009. Revised 

Selected Papers, vol. 5628, ed. Roger Dingledine and Philippe Golle, 325–43, Lecture Notes in Computer Science 5628 (Berlin, Heidelberg: Springer Berlin Heidelberg, 2009)  

6 Benessa Defend and Klaus Kursawe, “Implementation of privacy-friendly aggregation for the smart grid,” in Proceedings of the 1st ACM Workshop on Smart Energy Grid Security, 65–74 (ACM, 2013) 

Senior scientist at a multinational technology company 
headquartered in Europe 
While anonymisation allows using standard analytics 
tools, the value of the data may be decreased by the 
anonymisation process. MPC allows working with the 
data as it is but restricts the efficiency of the analysis and 
the range of tools that can be used. 



 

 

 

  

MAIN SOCIETAL AND ETHICAL ISSUES ADDRESSED 

 

 

Privacy Policy enforcement technologies are highly relevant for protecting privacy as they allow enforcing rules for the use 
and handling of resources including personal data. 

 

Trustworthiness They also increase trustworthiness as rules are enforced automatically. Particularly when data is transferred 
between systems, the risk that rules get lost or neglected can be reduced. 

 

Accountability 

 

Accountability benefits from the use of policy enforcement technologies as the rules are specified formally and 
violations are documented. This increases the transparency of data use and handling significantly. 

 

EFFECTIVENESS 

In order to enforce sensitive data security policies, an effective policy enforcement framework has to be flexible and support different data processing 

requirements. 

KEY PROBLEMS IDENTIFIED 

o In the big data era, policies get easily lost or neglected in the course of data being transferred between different systems; 
o Big data security and privacy are challenges both for users and service providers7; 
o Policy enforcement gets increasingly difficult as the chain of responsibilities becomes longer and the roles more geographically dispersed. 
 

THE INTERVIEWEE’S OPINION 

 

 

 

 

 

 

 

 

7 Venkata N. Inukollu, Sailaja Arsi and Srinivasa Rao Ravuri, “Security Issues Associated with Big Data in Cloud Computing,” International Journal of Network Security & Its Applications 6, no. 3 (2014) 

Technology advisor for a national data protection 
authority in Europe 
Alongside anonymisation technologies, technologies for 
policy enforcement play a key role in the context of big 
data. It is very hard for data protection authorities to 
exercise their enforcement power, particularly if actors 
outside the EU are involved. Technical instruments, which 
assure proper functioning of things and in such a way offer 
the possibility of self-enforcement, are thus considered to 
be highly relevant.  
Technologies for policy enforcement are not yet mature. 



 

 

  MAIN SOCIETAL AND ETHICAL ISSUES ADDRESSED 

 

 

Trustworthiness 

 

 Both accountability and transparency are often considered key prerequisites for trust. 

 

Accountability Accountability requires the evaluation of compliance with policies and the provision of evidence. This is a key task 
supported by accountability technologies, which, for instance, provide automated control and auditing processes.  

 

Legality 

 

Legality, the state of being in accordance with the law, can be more easily evaluated if technical measures are in 
place that support accountability and transparency. 

 

EFFECTIVENESS 

The use of accountability and transparency technologies may not only increase an entity's trustworthiness but also has the potential to lead to 

efficiency improvements as deficiencies in processes may become obvious 

KEY PROBLEMS IDENTIFIED 

Transparency is very challenging to achieve: in the big data context, explaining what algorithms do with data or previewing what would be the 

outcome of providing data is extremely difficult. 

THE INTERVIEWEE’S OPINION 

 

Research associate focusing on transparent computer systems at a 
European university 
Transparency is currently a big issue in the IoT context, and the concept 
should also include machine learning interpretability. Many machine 
learning modules that drive IoT devices are black boxes. Such devices 
may perform in an undesired way and it's almost impossible to find out 
why. The performance is not interpretable by non-experts. A key 
problem is that most IoT devices do typically not have a screen. This 
makes it difficult to let them explain what they do in a visual manner. 
Moreover, records of the interactions between devices need to be 
stored somewhere, ideally at an independent and trusted party.  



  

MAIN SOCIETAL AND ETHICAL ISSUES ADDRESSED 

 

 

Trustworthiness 

 

Being able to attest the origin and authenticity of the data used positively affects trust in the data-driven products 
and services of an entity. 

 

Accountability Accountability refers to the properties that ensure that the actions of a person or organisation can be traced 
uniquely to the person or organisation. To be able to do this consequently in a data-driven context, data 
provenance is essential. 

 

EFFECTIVENESS 

The information that data provenance provides is useful for debugging data and transformations, auditing, evaluating the quality of and trust in data, 

modelling authenticity, and implementing access control for derived data. 

KEY PROBLEMS IDENTIFIED 

The challenges that are introduced by the volume, variety and velocity of big data, also pose related challenges for provenance and quality of big data, 

defined as veracity8: 

o  The provenance data from big data workflows is too large;  
o  Provenance collection overhead during workflow execution is too much; 
o  It is hard to integrate distributed provenance; 
o  It is hard to reproduce an execution from provenance for big data applications.  
 

THE INTERVIEWEE’S OPINION 

 

 

 

 

 

8 Jianwu Wang et al., “Big data provenance: Challenges, state of the art and opportunities,” in Proceedings of the 2015 IEEE International Conference on Big Data, 2509–16 (IEEE, 2015), 

http://ieeexplore.ieee.org/stamp/ stamp.jsp?arnumber=7364047 (accessed December 14, 2017) 

Privacy and civil liberties engineer at a software and services 
company specialised on big data analysis headquartered in North 
America 
The measures taken by the company with focus on data provenance 
allow users to comprehensively investigate certain values that seem 
wrong. They cannot only check if, how and when errors were introduced 
but also implement a fix and, based on the provenance tree, rebuild the 
dataset with the corrected values.  



 

  

MAIN SOCIETAL AND ETHICAL ISSUES ADDRESSED 

 

 

Privacy Empowering users, informing them and giving them access to their data is fundamental for privacy protection. 

 

Legality 

 

Empowering users to access their data is an obligation for data controllers. The scope of users' access right is specified in 
Article 15 of the GDPR. 

 

These technologies are also highly relevant for the issues interdependency, self-determination and trustworthiness. Apart from access, portability is a 

prerequisite for interdependency. Technologies for user control have the potential to increase self-determination and trust. 

EFFECTIVENESS 

Empowering users, informing them and giving them access to their data is not only for the users' benefit but also for the benefit of the organisation using 

the data. Nevertheless, users do not practice this opportunity very often. This may be because they are not informed about the opportunity, because 

the process is too complicated or because they do not care.  

KEY PROBLEMS IDENTIFIED 

o Portability leads to the duplication of data. Data may be brought from one domain where there are safeguards to another domain that is riskier.  
o The informational asymmetry between data subjects and data collectors is a central problem. The data subject cannot understand what his or her 

data can be used for and how certain database transactions will end up being inefficient or unfair.  
o Many people are reluctant to take time and learn about the complexities and the language used to work with even a simple interface which can 

enhance their control over data.  
o Once data is released, asking for the consent of the data subject may be difficult.  
o It is very hard to erase data and disregard the impact it had on computations or analyses. 
 

THE INTERVIEWEE’S OPINION 
 

Associate professor focusing on the design, analysis and application of 
technologies to protect privacy at a European university 
 It is certainly great to empower people but to some extent it also means that 
responsibility is pushed to them. I am in favour of designing systems in ways 
that make it difficult for users to endanger themselves rather than just giving 
them controls and expecting them to know how to use them. Even for experts 
it is sometimes difficult to understand what the outcome of certain decisions 
will be, and thus non-expert users should not be expected to understand them 
and make meaningful decisions. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

General Assessment of the Technologies 
TODAY’S SOLUTIONS 

o There is wide agreement that technologies are integrated only to a limited extent in today’s big data solutions; 
o There are strong solutions in research but there is a big gap when it comes to deployment; 
o Companies increasingly try to brand themselves as privacy protectors; 
o Traditional legal instruments may not be implemented in big data settings because they are in conflict with business models: privacy by design could 

be effective as it accompanies the processing with safeguards and does not prevent development. 
 
 
 
 
 
 
 
 
 
 

CUSTOMERS AND USERS 

o Users are blinded by the benefits of careless handling of their personal data; 
o There is low demand from the customer side for technologies to protect privacy: a change in culture is considered necessary; 
o Features protecting users must be embedded in the products rather than provided as add-ons; 
o Policy makers and regulators could play an important role with respect to the demand. 

 

 

 

 

 

 

 

 

 

REGIONAL DIFFERENCES 

Professor focusing on machine learning, data and text 
mining, and privacy at a North American university 
Unfortunately, the Cambridge Analytica and Facebook 
incident may result in further reluctance of the GAFA and 
similar companies to share data. What is needed are privacy-
preserving technologies that make sharing data safe. 

Associate professor focusing on the design, analysis and  
application of technologies to protect privacy at a European 
university 
People are worried but at the same time do not know what  
to do. Technologies and concepts are often complex and 
counter-intuitive. Moreover, people are not used to the 
adversarial thinking required to understand threats. 
 

o Prime concerns about privacy; 
o Live in a historically more rule-driven 

environment; 
o See governments as important privacy 

protectors. 

o Prime the utility of data; 
o Rely on case-based legal decisions; 
o Do not seem to trust the government 

much. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ORGANISATIONAL MEASURES 

o There is broad consensus that the combination of technical and organisational measures is essential; 
o Scandals show the limitations of reactive approaches that prescribe norms or actions; 
o Technical solutions that are proactive and prevent breaches or rule violations are needed; 
o Awareness and education are key aspects; 
o Technologies must be accompanied by processes, laws, agreements and policies. 

 

 

 

 

 

 

 

 

 

 

RESPONSIBILITY 

o Consumers need to protect themselves because nobody else will do it for them; 
o Organisations using data are responsible for data management and anonymisation; 
o The strongest party should be responsible for privacy preservation; 
o Data protection must not be considered as somebody else’s problem; 
o Supervisory authorities and governments must shape the framework conditions. 

 
 

Technology advisor for a national data protection authority 
in Europe 
Both are important for privacy preservation technology and 
commitment. The technologies are not the key challenge. In 
order to make them effective, it is not sufficient if just a single 
person in the organisation has the required expertise, the 
entire environment must be aware of the technologies and the 
related opportunities and threats. 
 

Associate professor at a European university 
The responsibility placed on the user should be as small as  
Possible. 
 
Professor at a North American university 
Tools for the individual data owners must be provided to  
control what happens with their data. The research  
community must develop these tools and they must be  
available to data providers. 



To know more about e-SIDES: 

www.e-sides.eu 

To contact us: 

info@e-sides.eu 
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