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Executive Summary  

 

This deliverable presents interaction between the mF2C components in IT-1, their functionalities and 

relations, in order to provide the first version of the project reference architecture. The main focus of the 

document is to describe the functionalities that will be supported by the prototype in IT-1, the integration 

process to build a prototype and the tests used to validate the prototype.  

The technical workflows defined in past deliverables will be reviewed and updated according to their role in 

IT-1. The infrastructures to be used as testbeds for IT-1 will also be proposed, together with the main 

functionality demonstrations and use cases' applications.  

The outcome of this document is a description of the mF2C prototype that will be used by the use cases to 

demonstrate the mF2C approach. 
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1. Introduction 

This document presents the integration of the mF2C [1] components for IT-1 to provide the first prototype 
of the mF2C platform. 

The deliverable D2.6 mF2C Architecture (IT-1) [2] presented the initial architecture for the IT-1, while each 
of the architecture blocks were described in more detail in deliverables D3.3 Design of the mF2C Controller 
Block IT-1 [3] and D4.3 Design of the mF2C Platform Manager block components and microagents IT-1 [4]. 
The architecture has been refined and updated since the submission of these deliverables. Therefore, this 
document also reports on the modifications of functionalities supported by the mF2C blocks for IT-1. 

This document is structured as follows: 

¶ Section 2 shows the list of updated functionalities for IT-1 and the ones planned for IT-2.  

¶ Section 3 presents the project workflows update. 

¶ Section 4 introduces the first mF2C prototype and the use cases to be used for validating the 
platform. 

¶ Section 5 describes the testbeds where the mF2C prototype has been installed and the type of tests 
that have been performed to validate the platform. 

¶ The appendices show the results of the tests described in section 5. 

1.1 Purpose 

The objective of this deliverable is to describe the first integrated prototype of the mF2C system, the 
process used to validate the prototype and its results. 

1.2 Glossary of Acronyms 
Acronym Definition 

API Application Programming Interface 

BT BlueTooth 

BW Band Width 

CA Certification Authority 

CAU Control Area Unit 

CIMI Cloud Infrastructure Management Interface 

CSR Certificate Signing Request 

GPS Global Positioning System 

IoT Internet of Things 

IR Infra Red 

JSON JavaScript Object Notation 

IT Iteration 

PoC Proof of Concept 

PoI Point of Interest 

QoS Quality of Service 

REST REpresentational State Transfer 

SLA Service Level Agreement 

UC Use Case 

Table 1. Acronyms 
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2. IT-1 Scope 

For IT-1, the main goal is to demonstrate the feasibility of the foreseen components and functionalities of 
the mF2C system. The technical workflows and overall architecture defined in a previous deliverable (D2.6) 
are to be demonstrated and validated to some extent during this phase. 

As a collaborative project, where many programmatic components are being developed from scratch, some 
functionalities have taken priority while others have either been discontinued after deeper analysis or 
postponed to IT-2. The following subsections will address which components belong to IT-1, which ones 
have been left out, and some of the technical decisions that have been taken in order to ease the 
development and integration process. 

2.1 Obsolete and IT-2-only Components 

Several components are now out of scope or now obsolete from the original design. The components 
identified as out of scope are being postponed to IT-2. These are highlighted in Figure 1.  

The table below includes new functionalities that we've defined lately, but which might only be 
implemented for IT-2, such as the Event service. In some cases, entire components have been postponed, 
in other cases only previously proposed functionality of a component.  In some cases where a component 
has been considered as obsolete, as replacement or alternative component has been introduced. 

Module Component Description 

Telemetry 
Monitoring 

Intelligent 
Instrumentation 
 

Distributed Query 
Engine 
 
 
 
Event Service 

Module to analyze metrics output to allow for throttling 
publishing frequencies depending on e.g., anomaly 
detection, battery degradation, etc. 
 
Module to allow the query engine to provide a single API 
that abstracts access to multiple locations of metrics 
published. A single location will be used for IT-1 and 
extended for IT-2 
 
An event queue used by each of the modules to 
publish/subscribe to events, e.g., service deployed, device 
added/removed, etc. 

Service 
Orchestration 

SLA Management The automatic creation of an SLA agreement (probably 
based on templates) has been postponed to IT-2 

Table 2. Platform Manager 

Module Component Description 

Resource 

Manage 

 Data 

Manager 

Obsoleted. To be used to enable access to data from sensors from 

any node where the application using the component runs. 

DataClay will now manage this functionality. DataClay is already in 

IT-1. 

Service 

Manager 

Services 

Runtime 

 

Allocation 

 

Obsolete. This has been replaced by the COMPSs engine 

 

 

Allocates available resources to requests to meet security and 

privacy rules, cost models, guaranteeing overall optimal resources 
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Mapping 

usage. 

 

Sends a task to the categorization component to categorize it based 

on the attributes from the Lifecycle Manager (e.g., memory, 

network, CPU, storage, time Limit, priority) 

User 

Management 

Assessment Component responsible for checking that the mF2C applications 

"respect" the sharing model and the profile properties defined by 

the device's user 

Table 3. Agent Controller 

2.2 IT-1 Core Components 

Some IT-м ŎƻƳǇƻƴŜƴǘǎ ƘŀǾŜ ōŜŜƴ ŘŜǎƛƎƴŀǘŜŘ ŀǎ άŎƻǊŜ ŎƻƳǇƻƴŜƴǘǎέ ŘǳŜ ǘƻ ǘƘŜƛǊ ŎǊǳŎƛŀƭ ǊƻƭŜ ƛƴ ǘƘŜ 
validation of the main functionality workflows from WP3 and WP4. 

The main mF2C interface and entry point for mF2C users will be the Cloud Infrastructure Management 
Interface (CIMI). This component will also provide every other internal component with the interaction 
layer for DataClay and the mF2C storage backend.  

Both CIMI and DataClay will be deployed on every mF2C agent, alongside all the other active components 
highlighted in Figure 1. Besides CIMI, which obviously needs to be reachable from outside the device, the 
Lifecycle Manager service will also be exposed and reachable over the network, so that the Lifecycle 
Manager components from multiple mF2C agents can communicate directly with each other. Traefik [5] will 
be used as an auxiliary core component for doing the reverse proxying amongst the different blocks that 
need to be exposed over the network.  

All components that are expected to interact with other components are equipped with a REST API which, 
unless intentionally exposed, will only be reachable by other blocks within the same local network inside 
the device.  

The Service Orchestration block will offer the capability to deploy service instances (applications) through 
the Lifecycle Manager (with allocation assistance from the Recommender), to aggregate and display the 
infrastructure resources through the Landscaper and to create and validate service level agreements (SLAs), 
through the SLA Manager. The Distributed Execution Runtime will mostly be composed by COMPSs and will 
provide the execution of Java applications in a distributed environment (namely, the mF2C infrastructure). 
Finally, the Analytics component from the Telemetry Monitoring block will analyze monitoring data to assist 
the Recommender.  

On the Agent Controller level, the Resource Manager block will be responsible for the mF2C agent start-up, 
registration and authentication, through the Discovery and Identification components. The Categorization 
component will then gather a dataset of static and dynamic information on the underlying device, its 
attached sensors, and the surrounding fog area. The Service Manager block will provide the catalogue of 
existing services that users can start applications from (like an App Store) and finally, the User Manager 
ōƭƻŎƪ ǿƛƭƭ ƳŀƴŀƎŜ ŀƴȅ ŀŘŘƛǘƛƻƴŀƭ ƛƴŦƻǊƳŀǘƛƻƴ ŀƴŘ ǇǊƻǾƛŘŜ ƛǘ ǘƻ ǘƘŜ ƳCн/ ǳǎŜǊǎΩ ǇǊƻŦƛƭŜǎ ŀƴŘ ŀŎŎƻǳƴǘǎΦ 
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Figure 1 Components layout for IT-1 

2.3 Conventions  
 

To ease the collaborative development for IT-11, certain programming and organizational conventions have 
been adopted: 

¶ Code Versioning: all components are to be hosted in GitHub [6], publicly available; 

¶ IT-1 Deployment Strategy: individual component will be treated as separate services, being 
delivered in the form of Docker [7] containers, integrated via Docker Compose. See more details 
about the system orchestration in section 4.2; 

¶ Documentation: each component repository shall have the respective technical documentation in 
GitHub, while a public general mF2C documentation page [8] shall be set up; 

¶ /ƻƳǇƻƴŜƴǘǎΩ ±ƛǎƛōƛƭƛǘȅΥ only component which need inter-agent communication should be visible 
from outside the mF2C agent; 

                                                           
1 These conventions will be reassessed after IT-1 and may be relaxed or dropped altogether. 
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¶ Port Mappings: to ease and standardize inter-ŎƻƳǇƻƴŜƴǘǎΩ ƛƴǘŜǊŀŎǘƛƻƴǎΣ ŀƭƭ ŎƻƳǇƻƴŜƴǘǎ ƘŀǾŜ ōŜŜƴ 
equipped with their own REST API which is exposed to the other components internally within the 
Docker network, according to the port mappings defined in Table 4.. 

Component Port Range Module/Service Proposed Port Service Name 

Interface - 
CIMI 8201 cimi 

Traefik 443 proxy 

Service 
Orchestrator 

46000-46997 

Lifecycle Manager 46000 lifecycle 

Landscaper 46010 landscaper 

Recommender and 
Analytics 

46020 analytics_engine 

SLA Manager 46030 sla-manager 

Resource Manager 

Discovery 46040 discovery 

Policies 
46050 (REST) 

46051 
46052 

policies 

Identification 46060 identification 

CAU Client 46065  

Categorization 46070 
resource-

categorization 

DER 
Task Manager 

46100 COMPSs 
Task Scheduler 

Service Manager 
Categorization 

46200 service-manager 
QoS Providing 

User Manager 

Assessment 

46300 user-management Sharing Model 

Profiling 

Security  
Certificate 
Authority 

51433 
52433 
53433 
51022 
52022 
53022 

 

CAU  Control Area Unit 
46400 
46410 

 

Table 4. Ports and naming conventions 
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3. Workflows update   

As the project evolves, the different workflows, presented in previous deliverables describing the whole set 
of functionalities envisioned for the mF2C system, are being updated to accommodate enriched features. 
Thus, in this section we present the revised workflows as previously foreseen for the IT-1 Reference 
Architecture, classified according to the different functionalities. 

3.1 Registration and Identification 

This workflow shows the initial process when a user (using his/her device) wants to join the mF2C system. 
The process includes the registration of the user, the download of the mF2C agent software, as well as the 
assignation of a user identification and device identification (userID and deviceID) to be used later for the 
security functionality. At this step, the user has not yet joined an mF2C coverage area. 

Both the IDKey (also called user ID) and the Device identifier are calculated at the cloud side, the user ID 
during the registration and the Device ID once the user has downloaded and started the mF2C Agent for 
the first time. 

 
Figure 2 Registration and Identification Workflow 

As shown in Figure 2, the registration process starts when the user connects to the mF2C provider webpage 
and enters his/her user name, email address and chooses a password. 
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Figure 3 Registration page screenshot 

Once the user is registered, the next times he/she enters in the mF2C provider webpage (for instance, for 
downloading the mF2C agent in a different device), he/she only needs to log in with his/her user and 
password, as it is shown in Figure 3. 

 
Figure 4 Login page screenshot 

Regarding the download file, the system will provide every user with a compose file that includes the agent 
requirements and configurations, ports for each mF2C component and a unique IDKey. This IDKey will be 
generated as shown in the following formula:  

ὍὈὑὩώὬὥίὬυρςόίὩὶὩάὥὭὰὥὨὨὶὩίί 
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Figure 5 Download page screenshot 

3.2 Discovery, Authentication (Security) and Categorization 

This workflow (Figure 6) describes the process followed by a device (potential mF2C agent) approaching an 
mF2C area it may want to join. Certainly, the device is able to run an mF2C agent because it has the mF2C 
agent software installed as a result of the previous registration process. The first step for the device is to be 
discovered, and to that end, the device starts scanning the area looking for possible leaders. When it 
detects the beacons of a leader, a process of authentication involving the agent, the leader, the CAU and 
the CA is performed. After this process, and if the authentication is successful, the device becomes an mF2C 
agent, able to contribute to the mF2C system or to request the execution of services. It is worth mentioning 
that after a successful authentication of a new device, the categorization module is run, the information 
ŀōƻǳǘ ŘŜǾƛŎŜΩǎ ŀǾŀƛƭŀōƭŜ ǊŜǎƻǳǊŎŜǎΣ ƛŦ ŀƴȅΣ ƛǎ ǎǘƻǊŜŘ ƛƴ ǘƘŜ ŀƎŜƴǘΩǎ ƭƻŎŀƭ ŘŀǘŀōŀǎŜΣ ŀƴŘ Ŧƛƴŀƭƭȅ Řŀǘŀ/ƭŀȅ ƛǎ 
ǊŜǉǳŜǎǘŜŘ ǘƻ ǎȅƴŎƘǊƻƴƛȊŜ ǘƘƛǎ ƭƻŎŀƭ ŘŀǘŀōŀǎŜ ǿƛǘƘ ǘƘŜ ƭŜŀŘŜǊΩǎ ŘŀǘŀōŀǎŜΦ 

In Figure 7 we show one of the steps of the previous workflow, where the agent, after detecting the beacon 
(step 3), decodes the information and sends the MAC address of the leader to the policies block. Currently 
(IT-1), there is no re-attempt if the process fails, but it should be added in next iteration. 
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Figure 6 Discovery, authentication and categorization workflow 

 

 
Figure 7 Screenshot of the discovery module execution 

In Figure 8 the discovery, authentication and categorization flow (Figure 6) is executed according to the 
workflow communicating with all the modules involved. 

 

 
Figure 8 Workflow execution 

Finally, in Figure 9 we show a screenshot of the categorization module execution, taken after step 10 in the 
workflow. 
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Figure 9 Screenshot of the categorization module execution 

3.3  Leader failure 

This workflow presents the leader failure scenario, that is when a leader fails (or is not accessible) it must 
be replaced by one of the agents acting as backup (assuming a policy exits to select such a backup, or a 
designated backup has been pre-selected). In IT-1, the leader is essential to providing the required 
functionality, so our options, in increasing order of complexity, are as follows: 

1. Accept that a leader can fail - with severe loss of fog functionality, but this may be acceptable in 
some cases, e.g. a temporary loss of fog connectivity. 

2. 5ŜǎƛƎƴŀǘŜ ŀ ōŀŎƪǳǇ ƭŜŀŘŜǊΦ ¢ƘǊƻǳƎƘ ŀ ǇǊƻŎŜǎǎ ƻŦ Řŀǘŀ ǘǊŀƴǎŦŜǊ όŦǊƻƳ ǘƘŜ ŦŀƛƭŜŘ ƭŜŀŘŜǊΩǎ ŘŀǘŀōŀǎŜΣ ƛŦ 
possible) and/or rebuilding its database (re-ǊŜǇƭƛŎŀǘŜŘ ŦǊƻƳ ǘƘŜ ŀƎŜƴǘǎΩ ƭƻŎŀƭ ŘŀǘŀōŀǎŜύΣ ǘƘŜ ōŀŎƪǳǇ 
takes over.  

3. Implement a leader selection process whereby any agent which is capable of taking on the 
leadership role, can be elected leader. These can be done through simple processes, which have a 
small probability of failure, or more sophisticated but more time-consuming processes. 

While all of these options were considered, our primary focus in IT-1 is option 2. The success of this process 
involves transferring the aggregated database (fogArea topology in Figure 10) from the leader to the 
backup node, as well as the selection of a new backup node (the agent on the right in the figure). Finally, 
once the backup becomes the leader it must start sending beacons and aggregating new agents in the area. 

In Figure 11, we can see the log from the leader, showing the leader selecting a backup from the topology 
and receiving the keepalive protocol from the backup. Once the procedure is done, the backup keeps 
watching the leader. 

Then, in Figure 12, we disconnect the leader and the backup detects that. The backup then becomes a 
Leader and perform some tasks (e.g. loading the topology, sending some internal communication to 
blocks...) before selecting another backup. It is important here only to select an agent which is capable of 
being a leader2. 

In Figure 13 we show how the new backup is selected. 

 

                                                           
2 CƻǊ ŜȄŀƳǇƭŜΣ ƛŦ ǘƘŜ ŀƎŜƴǘ ƛǎ ƛƳǇƭŜƳŜƴǘŜŘ ƻƴ ŀ ǳǎŜǊΩǎ ƳƻōƛƭŜ ǇƘƻƴŜΣ ƛǘ Ŏŀƴ Ǌǳƴ ƻut of battery power or disappear from the 
fog; thus an agent running on a mobile phone is not considered capable of being a leader. We could have relied on the backup 
process to recover in this scenario, but it seems prudent to minimize the need for recovery. 
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Figure 10 Leader failure workflow 

 
 

 
Figure 11 Screenshot of the backup selection and keepalive reception 

 






























































































































