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Executive Summary

This deliverable presentiteraction between the mF2C components inrllTtheir functionalies and
relations, in order to providehe first versionof the project reference architecturé’lhe main focus ofhie
document is to describe the functionalities that will be supported by the prototype-in the integration
process to build a prototype and the tests used to validate the prototype.

The technical workflows defined in past deliverables will be revieared updated according to their role in
IT-1. The infrastructures to be used as testbeds IT-1 will also be proposed, together with the main
functionality demonstrations and use cases' applications.

The outcome of this document is a description of the2C prototype that will be used by the use cases to
demonstrate the mF2C approach.
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1. Introduction

This document presents the integration of the mH2{0components follT-1 to provide the first prototype

of the mF2C platform.

The deliverabldd2.6mF2C Architecture @) [2] presented the initial architecture for the 4II, while each

of the architecture blocks were described in more detail in deliverab®8 Design of the mF2C Controller

Block IT1 [3] and D4.3 Design of #tnmF2C Platform Manager block components and microad@&it$4].

The architecture has been refined and updated since the submission of these deliverables. Therefore, this

document also reports on the modifications of functiaties supported by the mF2C blocks forllT

This document is structured as follows:

Section Zhows the list of updated functionalities for1Tand the oneglanned for IT2.

1
1 Section Jresents the project workflowapdate.
1

Section 4dintroduces the first mF2C prototypand the use cases to be ad for validating the

platform.

9 Sections describes the testbeds where the mF2C prototype has been installed and the type of tests

that have been performed to validate the platform.
1 The appendices show the results of thetsedescribed in sectiob.

1.1 Purpose

The objective of this deliverable is to describe the first integrated prototype of the mF2C system, the

process used to validate the prototype and its results.

1.2 Glossary of Acronyms

Acronym Definition
API Application Prgramming Interface
BT BlueTooth
BW Band Width
CA Certification Authority
CAU Control Area Unit
CIMI Cloud Infrastructure Management Interface
CSR Certificate Signing Request
GPS Global Positioning System
loT Internet of Things
IR Infra Red
JSON JavaScript Object Notation
IT Iteration
PoC Proof of Concept
Pol Point of Interest
QoS Quality of Service
REST REpresentational State Transfer
SLA Service Level Agreement
ucC Use Case

Tablel. Acronyms

D5.1 mF2C reference architecture (integratioAl)T
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2. IT-1 Scope

For IT1, themain goal is to demonstrate the feasibility of the foreseen components and functionalities of
the mF2C system. The technical workflows and overall architecture defined in a previous deliverable (D2.6)
are to be demonstrated and validated to some extentidgrthis phase.

As a collaborative project, where many programmatic components are being developed from scratch, some
functionalities have taken priority while others have either been discontinued after deeper analysis or

postponed to I1T2. The following whsections will address which components belong td,IWhich ones

have been left out, and some of the technical decisions that have been taken in order to ease the
development and integration process.

2.1

Several componentare now out of scope or now obsolete from the original design. The components
identified as out of scope are being postponed t&€IThese are highlighted Figure 1.

Obsolete and [12-only Components

The table below includes new functionalities that we've defined lately, but which tnogly be
implemented for 112, such as the Event service. In some cases, entire components have been postponed,
in other cases only previously proposed functionality of a component. In some cases where a component
has beerconsidered as obsolete, as rapement or alternative component has been introduced

Module Component Description
Telemetry Intelligent Module to analyze metrics output to allow for throttlin
Monitoring Instrumentation publishing frequencies depending on e.g., anomal
detection, battery degradation, etc.
Distributed Query = Module to allow the query engine to provide a single
Engine that abstracts access to multiple locations of metr
published. A single location will be used forliTand
extended for 112
Event Service An ewent queue used by each of the modules
publish/subscribe to events, e.g., service deployed, de
added/removed, etc.
Service SLA Management| The automatic creation of an SLA agreement (prob:

Orchestration

Table2. Platform Manager

based on templates) has been postponed t2IT

Module Component | Description
Resource Data Obsoleted. To be used to enable access to data from sensors
Manage Manager any node where the application using the component ru
DataClay will now mamg this functionality. DataClay is already
IT-1.
Service Services Obsolete. This has been replaced by the COMPSs engine
Manager Runtime
Allocation Allocates available resources to requestsmeet security ang
privacy rules, cost modelsugranteeing overall optimal resourcs

D5.1 mF2C reference architecture (integratioAl)T
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usage.

Mapping Sends a task to the categorization component to categorize it b
on the attributes from the Lifecycle Manager (e.g., memd
network, CPU, storage, time Limit, priority)

User Assessment | Componentresponsible for checking that the mF2C applicati
Management "respect” the sharing model and the profile properties defined
the device's user

Table3. Agent Controller

2.2 IT-1 Core Components
Some v O02YLRYySyia KIFIZS 085592 RSARIWHASRRddzE BD2UKSA
validation of the main functionality workflows from WP3 and WPA4.
The main mF2C interface and entry point for mF2C users will be the Cloud Infrastructure Management

Interface (CIMI). This component will alsmyide every other internal component with the interaction
layer for DataClay and the mF2C storage backend.

Both CIMI and DataClay will be deployed on every mF2C agent, alongside all the other active components
highlighted inFigurel. Besides CIMI, which obviously needs to be reachable from outside the device, the
Lifecycle Manager service will also be exposed and reachable over the network, so that the Lifecycle
Manager components from multiple mF2C agents can communicate gireitth each other. Traefils] will

be used as an auxiliary core component for doing the reverse proxying amongst the different blocks that
need to be exposed over the network.

All components that are expected to interact witther components are equipped with a REST API which,
unless intentionally exposed, will only be reachable by other blocks within the same local network inside
the device.

The Service Orchestration block will offer the capability to deploy service instéamelications) through

the Lifecycle Manager (with allocation assistance from the Recommender), to aggregate and display the
infrastructure resources through the Landscaper and to create and validate service level agreements (SLAS),
through the SLA ManageThe Distributed Execution Runtime will mostly be composed by COMPSs and will
provide the execution of Java applications in a distributed environment (namely, the mF2C infrastructure).
Finally, the Analytics component from the Telemetry Monitoring bleitkanalyze monitoring data to assist

the Recommender.

On the Agent Controller level, the Resource Manager block will be responsible for the mF2C agemt, start
registration and authentication, through the Discovery and Identification components. Ttegdiaation
component will then gather a dataset of static and dynamic information on the underlying device, its
attached sensors, and the surrounding fog area. The Service Manager block will provide the catalogue of
existing services that users can stagplications from (like an App Store) and finally, the User Manager
0ft201 6Afft YIyFr3aS Fyeé FTRRAGAZ2YIE AYyTF2NX¥YIGA2Y YR

D5.1 mF2C reference architecture (integratiortg4 ~ Pagelo



mF2C; Towards an Open, Secure, Decentralized and Coordinatedtbagloud Management Ecosystem

Incoming user

requests
_FogAgent
‘ ” Treefik | L
INTERFACE
Landscaper Distributed Execution
Runtime
Telemetry Monitoring

Recommender Task manager

Task scheduler
SLA manager

Service Orchestration

Resource Manager

Monitoring Service Manager
User Manager

Discovery

Analytics E

Profiling
Policies
Identification
Sharing model
Categorization
Data manager Services Runtime
Agent Controller Out of Scope for IT-1

Figurel Components layout for 1L

2.3 Conventions

To easehe collaborative development for {T¥, certain programming and organizational conventions have
been adopted:

1 Code Versioningall components are to be hosted in GitHi@, publicly available;

T IT-1 Deployment Strategy:individud component will be treated as separate services, being
delivered in the form of Dockdi7] containers, integrated via Docker Compose. See more details
about the system orchestration in section 4.2;

T Documentation:each componentepository shall have the respective technical documentation in
GitHub, while a public general mF2C documentation g&pshall be set up;

1 / 2YLRyYy Syl aanlytompohemtiwhidhnéed intexgent communication should besible
from outside the mF2C agent;

1 These conventions will be reassessed aftel Bihd may be relaxed or dropped altogether.

D5.1 mF2C reference architecture (integratiortgv ~ Pagell
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f Port Mappingsio ease and standardize int®2 YLI2 Yy Sy 44 Q AYyUGSNI OGA2yas |
equipped with their own REST API which is exposed to the other components internally within the
Docker network, according e port mappings defined ifable 4.

Component Port Range Module/Service Proposed Port Service Name
Interface i CIM! 8201 cimi
Traefik 443 proxy
Lifecycle Manager 46000 lifecycle
. Landscaper 46010 landscaper
Service Reommender and
Orchestrator ) 46020 analytics_engine
Analytics
SLA Manager 46030 slamanager
Discovery 46040 discovery
46050 (REST)
Policies 46051 policies
Resource Managei T 46052 . PT
4600046997 Identlflcqtlon 46060 identification
CAU Client 46065
Categorization 46070 resource.
categorization
Task Manager
DER Task Scheduler 46100 COMPSs
Service Manager gitgglgrgf/?giig 46200 servicemanager
Assessment
User Manager Sharing Model 46300 usermanagement
Profiling
51433
52433
Security Certific_ate 53433
Authority 51022
52022
53022
. 46400
CAU Control Area Unit 46410

Table4. Ports and naming conventions

D5.1 mF2C reference architecture (integratiortygv ~ Pael2



mF2C; Towards an Open, Secure, Decentralized and Coordinatedtbagloud Management Ecosystem

3. Workflows update

As the project evolves, the different workflows, presented in previous deliverables degcttile whole set

of functionalities envisioned for the mF2C system, are being updated to accommodate enriched features.
Thus, in this section we present the revised workflows as previously foreseen for-fhd&kdéference
Architecture, classified according the different functionalities.

3.1 Registration and Identification

This workflow shows the initial process when a user (using his/her device) wants to join the mF2C system.
The process includes the registration of the user, the download of the mF2C afsvdrsp as well as the
assignation of a user identification and device identification (userlD and devicelD) to be used later for the
security functionality. At this step, the user has not yet joined an mF2C coverage area.

Both the IDKey (also called usB) land the Device identifier are calculated at the cloud side, the user ID
during the registration and the Device ID once the user has downloaded and started the mF2C Agent for
the first time.

sd registration & identification )

Cloud Normal Agent
% wPage | | wService | | Repository | Identification Module
User |Device T T T

| | | |
| ) | | | | Registration &y
| 1: Registration({user, email, pass) ) | | |
\ \ \
Confirmation | | |
ool oosoa on \ \ \
L | | | |
' 1 1 1 1
| 2. Download{user, email) | | | | Download &y
\ \ \
| Docker-Composefile (DKey) __| | | |
T \ \ \
—I 3. Download(arguments) ‘ \ M~ \ \
I I ] \
< mF2C Agent Components } } }
. \ \ \ \
| i i \ i
i i \ i =
| 4 Execute() | | | | Initialization By
\ \ \ \
\ \ \ \
| | | 5. Start(IDKey) |
} 1 P 1 5.1: RequestDevicelD{IDKey)
T
\ I Deviced N
\ \ \
\ \ \ \
il | | | |

Figure2 Registration and Identificatn Workflow

As shown irFigure 2 the registration process starts when the user connects to the mF2C provider webpage
and enters his/her user name, email address and chooses a password.

D5.1 mF2C reference architecture (integratiostgv ~ Pael3
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Register Now!

Towards an Open, Secure,
Decentralized and Coordinated Fog-to-
Cloud Management Ecosystem

Follow us in ou

W Twitter in Linkedin

Already

Figure3 Registration page screenshot

Once tle user is registered, the next times he/she enters in the mF2C provider webpage (for instance, for
downloading the mF2C agent in a different device), he/she only needs to log in with his/her user and

password, as it is shown kigure 3

Towards an Open, Secure,
Decentralized and Coordinated Fog-to-
Cloud Management Ecosystem

Follow us in our Social Networks

P ¥ Twitter in Linkedin R®  ReseGate

Not registered yet? Click here to go to the mF2C registration page

® =0 Sy \
T ®

Figure4 Login page screenshot
Regarding the download file, the system will provide every user with a compose file that includes the agent
requirements and configurations, ports for each mF2C component and a unique IDKey. This IDKey will be

generatel as shown in the following formula:
VOV Q@I pOoi Qi Qa w QA OQQI Qi i
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only the mF2C Consortium view and not the official opinion of the

Figure5 Download page screenshot

3.2 Discovery, Authentication (Security) and Categorization

This workflow Figure § describes the process followed by a device (potential mig2Gthapproaching an

mF2C area it may want to join. Certainly, the device is able to run an mF2C agent because it has the mF2C
agent software installed as a result of the previous registration process. The first step for the device is to be
discovered, ando that end, the device starts scanning the area looking for possible leaders. When it
detects the beacons of a leader, a process of authentication involving the agent, the leader, the CAU and
the CA is performed. After this process, and if the authetibodas successful, the device becomes an mF2C
agent, able to contribute to the mF2C system or to request the execution of services. It is worth mentioning
that after a successful authentication of a new device, the categorization module is run, the atiform
F62dzi RSOAOSQa | GFAflofS NBa2dzNOSaz AT Fyeés Aa
NEIjdzSaiSR (2 aeyOKNRBRYAITS (Kaa f20Ft RIGFOFAS Al
In Figure Ave show one of the steps of the previous workflow, whtre agent, after detecting the beacon

(step 3), decodes the information and sends the MAC address of the leader to the policies block. Currently
(IT-1), there is no reattempt if the process fails, but it should be added in next iteration.

D5.1 mF2C reference architecture (integratiorl)T Pagel5



mF2C; Towards an Open, Secure, Decentralized and Coordinatedtbagloud Management Ecosystem
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Figure6 Discovery, authentication and categorization workflow

craax@craax-laptop:~$ curl -X GET http://0.0.0.0:46040/api/vl/resource-management/discovery/scan/wlp2s0
{
"error_message": "None",
"found_leaders": [
{
"Bssid": "3c:a0:67:20:0d:67",
"Leader ID": "alb2c3d4ailb2c3dd",
"Reward": "SEUR",

"Service type": "High storage"”,
"Urgency level”: "MEDIUM",
"vsie_data": "01 08 al b2 <3 d4 al b2 c3 dd 62 01 81 03 01 05 04 01 02"

1
1,

"used_mac": "7c:b®:c2:bb:17:a0"

Figure7 Screenshot of the discovery module execution

In Figure &he discovery, authentication alrcategorization flowFigure § is executed according thé
workflow communicating with all the modules involved.

[DEBUG]: Sending request...

Discovery Scan Trigger.
127.0.0.1 - - [24/Apr/2018 15:11:31] "POST /fapi/vl/resource-management/policies/startFlow/ HTTE/1.1" 200 -
[DEBUG]: request result {'started': True}

Discovery Scan Trigger Done.

GetID from Identification by Trigger.
Identification Trigger Done.
CAU client Trigger.
CAU client Trigger Domne.
Categorization Start Trigger.
Categorization Start Trigger Done.
LPP Start Trigger.
127.0.0.1 - - [24/Apr/2018 15:11:46] "GET /fapi/vl/resource-management/policies/startLeaderProtectionPolicies/ HITBE/1.1" 200 -
LPP Start Trigger Done.

Figure8 Workflow execution

Finally, inFigure 9ve show a screenshot of the categorization module execution, taken after step 10 in the
workflow.
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© snippi.com

The Categorization module is waiting for the Device ID, Leader ID & Leader Info...

* Running on http://6.0.0.0:46070/ (Press CTRL+C to quit)
The Module Get the values here is the static and dynamic info of a device
127.0.0.1 2 47] "GET /api/v1/resource maucrcnt/tathmzmow/ tart HTTP/1.1" 200
Dynamic Info: {"deviceID" 4777.4453125, "ramFreePercent”: 60.7, "storageFree": 209276.88671875, "storageFreePercent": 94.0, "cpuFreePercent™: 91.6, "powerRemainingStatus": 96.88047669
Static_Info: { 9", "isleader": false, "0s": "Linux-4.13.0-38-generic-x86 64-with-debian-8.10", "arch": "x86 64", (pumnuhumu‘“ "Intel(R) Core(TM) 17-8550U CPU @ 1.80GH
Dynanic_Info 761.078125, " H’rowPH(WH 60.5, "storageFree": 209276,85546875, "st 1!!»-](]HFI!-HP§'HH 94,0, "cpuFreePercent”: 95.5, "powerRemainingStatus”: 96.950578338
Dynanic_Info: 0625, "ranFreePercent”: 60.5, "storageFree": 209276.86328125, "storageFreePercent 4.0, "cpuFreePercent™: 97.1, "powerRemainingStatus": 97.82667998597)
Dynanic_Info: {"dev 15625, “ramkreePercel .6, "storageFree": 209276.58203125, "storageFreePercent”: 94.8, "cpuFreePercen powerRemainingStatus 7.6967816)
Dynanic_Info: {"dev 53125, “ramkreePercel .4, "storageFree”: 209276.1015625, “storageFreePercent": 94.0, “cpuFreePercent”: 93.8, "powerRemainingStatus": 97.12583245
Dynanic_Info: {"dev 375, “ramFreePercent": 5. 6, "storageFree": 200276.11328125, "storageFreePercent: 94.0, “cpuFreePercent*: 94.7, *powerRemainingStatus': 97.195934104

"created on": "2018-04-24 22:28:47.,1994
"updated on": 1524

08988 . 663 l)])’)
| on": 1524609068.1221044, H v
4 151 1609028.1499991, ra’wwnr* f&‘Jl

Figure9 Screenshot of the categorization module execution

3.3 Leader failure

This workflow presents the leader failure scenario, that is when a leader fails (or is not accessible) it must
be replaced by one of the agents acting as backup (assuming a paliEeyceselect such a backup, or a
designated backup has been gselected). In L, the leader is essential to providing the required
functionality, so our options, in increasing order of complexity, are as follows:

While all of these options were considered, our primary focus-ihiEToption 2. The success of this process

1. Accept that a leader can failwith severe loss of fog functionality, but this may be acceptable in

some cases, e.g. a temporary loss of fog connectivity.

5SaA3YyFGS + o6F01dzld £ SF RSN ¢KNRdzZZK | LINRO
possible) and/or rebuilding its databe (reNBS LI A OF § SR FTNRBY (GKS | 38§
takes over.

S
y

aa
uaqQ

Implement a leader selection process whereby any agent which is capable of taking on the

leadership role, can be elected leader. These can be done through simple processedavhieh
small probability of failure, or more sophisticated but more thloensuming processes.

involves transferring the aggregated database (f@gAtopology inFigure 10 from the leader to the
backup node, as well as the selection of a new backup node (the agent on the right in the figure). Finally,
once the backup becomes the leader it must start sending beacons and aggregating new agerasda.the

In Figure 11 we can see the log from the leader, showing the leader selecting a backup from the topology

and receiving thekeepaliveprotocol from the backup. Once the procedure is done, the backup keeps

watching the leader.

Then, inFigure 12 we disconnect the leader and the backup detects that. The backup then becomes a
Leader and perform some tasks (e.g. loading the topology, sending some internal communication to
blocks...) before selecting another backup. It is important here only to seleagamt which is capable of
being a leadet

In Figure 13ve show how the new backup is selected.

2

C2NJ SEFYLX S AF (GKS 3Syid Aa AYLYuSokbatery Soer arylisappealfiod bl &

Y20

fog; thus an agent running on a mobile phone is not considered capable of being a leader. We could have relied on the backup
process to recover in this scenario, but it seems prudent to minimize the need for rgcove
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Figurel0 Leader failure workflow

Figurell Screenshot of the backup selection and keepalive reception
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